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GOPEX at the Starfire Optical Range

R. Q. Fugate
Starfire Optical Range, Phillips Laboratory, Kirtland Air Force Base, New Mexico

The Starfire Optical Range successfully conducted laser uplink experiments to
the Galileo spacecraft during the early morning hours of December 9, 10, 11, and
12, 1992, when the spacecraft was at ranges between 700,000 and 3 million km
from Earth. Analysts at JPL have reported as many as 79 pulse detections by
the spacecraft. The best weather conditions occurred on the second night when
37 pulses were detected with as many as five on one frame. Signal levels at the

spacecraft generally agree with predictions.

I. Introduction

This article summarizes the experiment requirements,
design, operations, and results obtained in the Galileo Op-
tical Experiment (GOPEX)[1], conducted by the U.S. Air
Force Phillips Laboratory at the Starfire Optical Range
(SOR) near Albuquerque, New Mexico. SOR was cho-
sen by JPL, the sponsoring agency, as a second site to
complement their operations at Table Mountain Facility
(TMF), in Wrightwood, near Los Angeles, California, and
to provide geographic diversity, increasing the probability
of success in case of bad weather.

The primary objective of GOPEX was to demonstrate
that a narrow laser beam pointed at the Galileo spacecraft
as it receded from Earth could be detected by the on-board
Solid-State Imaging (SSI) camera. This objective was in-
deed achieved at ranges of approximately 700,000 to six
million km from Earth. SOR successfully illuminated the
spacecraft on the first four nights of the test, but unfor-
tunately bad weather at the site halted the experiment on

the last three nights. Site diversity proved to be advan-
tageous in the experiment, since TMF was weathered out
on the fourth night. A secondary objective was to mea-
sure the level and fluctuation in the laser irradiance at the
spacecraft and compare the results with theoretical pre-
dictions. In general, this objective was also met with a
high degree of success.

Il. Experiment Requirements

The TMF and SOR sites were each required to trans-
mit bursts of laser pulses on a preset schedule. FEach
burst lasted approximately three seconds and was com-
puted to start so that pulses arrived at the spacecraft
centered about the camera’s shutter opening. Individ-
ual laser pulses were synchronized within one millisecond
of WWYV time. Spacecraft-camera shutter-opening times
varied from 133-800 msec on a preprogrammed schedule
that operated from the internal clock, which was also syn-
chronized with WWYV time. The camera was programmed

255



to scan along a path parallel to the Earth’s terminator
to spatially separate individual laser pulses on the focal
plane. TMF and SOR. never operated at the same laser
pulse rate, making it possible to uniquely determine each
site by measuring the pixel spacing between laser pulse
detections.

Uplink operations occurred just before dawn on Decem-
ber 9, 10, 11, 12, 14, 15, and 16, 1992. The uplink times
put the SOR very close to the terminator. Table 1 lists for
each experiment day the start and end times, the number
of transmissions, and the time between transmissions. At
a pulse rate of 10 pulses per second, 4710 pulses in to-
tal were scheduled to be transmitted toward the Galileo
spacecraft from SOR.

The GOPEX Task Manager required that certain di-
agnostic information be recorded during the uplink trans-
missions. This information included the energy and pulse
width of every laser pulse; the time, to the nearest mil-
lisecond, of every laser pulse transmitted; the telescope
coordinates during every pulse transmitted; the position
of the steering mirror (explained below); and the coher-
ence diameter (Fried’s parameter rg) of the atmosphere.
The laser beam divergence at SOR was required to be 80
prad full-angle during the first four nights and 40 urad
during the last three nights. SOR was required to develop
an experimental technique for setting the full-angle beam
divergence to better than %10 percent.

Navigational data for the spacecraft were given to SOR
by JPL in terms of J2000 geocentric state vectors (posi-
tion, velocity, and acceleration) and mean-of-date point-
ing predictions for SOR. The state vector data were con-
verted to mean-of-date local mount coordinates by algo-
rithms developed at SOR, and results were compared with
JPL pointing predictions. In general, agreement was bet-
ter than 2 pgrad. Consequently, the SOR algorithms were
used to point the telescope since they continuously up-
dated the mount pointing. The mount model was vali-
dated and occasionally updated by centering the image of
a nearby guide star in the field of a CCD camera between
propagations. SOR was required to develop a technique to
boresight the laser to the CCD guide-star camera to within
5 prad. SOR was also required to demonstrate these ca-
pabilities during precursor tests using high-altitude Earth-
orbiting artificial satellites during a dry run.

lll. Description of Experiment Hardware

A. General Layout

Figure 1 shows the overall arrangement of the experi-
mental setup at SOR. The laser-transmitting aperture is
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a 1.5-m (60-in.) Cassegrain telescope with a coudé path,
mounted on elevation-over-azimuth gimbals set on an 8-m-
tall hollow pier. The laser and tracking sensors are located
in the coudé room on the ground floor of the facility. Three
fiber-optic source simulators, located in the pier, are used
to set the two values of the laser beam divergence and to
represent a star at infinity. The source simulators can be
moved into and out of the optical beam path to an an-
gular accuracy of approximately 0.5 urad, as measured in
the output space of the telescope.

B. Telescope and Optics

The 1.5-m telescope is a classical Cassegrain with a
parabolic primary mirror and a hyperbolic secondary mir-
ror. The primary mirror has a focal length of 2.2882 m. It
is coated with aluminum and a protective silicon monox-
ide overcoat. The secondary mirror has a focal length of
-0.1486 m and a conic constant of -1.028072. The out-
put of the telescope is an /217 beam, approximately 10
cm in diameter (an angular magnification of ~15). The
secondary mirror and all coudé mirrors are coated with
Denton Vacuum enhanced silver FSS-99 coating.

Light from the telescope (or a laser beam projected by
the telescope) is relayed through a coudé path in the center
of the pier to the optics room, which is located on the first
floor of the facility. Since the telescope is normally used
with adaptive optics, the relay optics reimage the primary
mirror of the telescope onto a deformable mirror located
on the optics table in the coudé room. No adaptive optics
were used in this experiment and the deformable mirror
was kept in a “system-flat” mode which removed system-
atic optical aberrations (approximately 1/10 wave) in the
system. Figure 2 shows the coudé path optics and MS,
the first element in the imaging relay, a spherical mirror
having a focal length of 6.21 m used at a 3.2-deg angle
of incidence. This figure also shows the image plane for
objects at infinity and the locations of the movable source
simulators. Two of the simulators were used to set the
beam divergence of the laser to either 80 or 40 urad, as
described later. The simulator representing a source at
infinity is at a location along the coudé path that pro-
duces the minimum wavefront curvature at the output of
the wavefront sensor, as compared with a reference wave-
front source located on the optics table. By definition, this
sets the location of the infinity source simulator. During
telescope operations, the secondary mirror position of the
telescope is adjusted (while observing a star) to minimize
wavefront curvature as reported by the wavefront sensor.

Figure 3 is a schematic diagram showing the layout of
components on the optics table in the coudé room. The
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diverging beam from the pier is recollimated by an 8.45-
m focal length off-axis parabolic mirror, OAP#1. The
beam then reflects from a fast-steering mirror onto the
deformable mirror (which is preset with a static figure
to remove small residual aberrations in the system). An
11.2-cm diameter image of the telescope’s primary mir-
ror is formed on the deformable mirror. Another off-axis
paraboloid, OAP#?2, and a lens reimage the deformable
mirror on an array of lenslets in the Shack-Hartmann sen-
sor. This sensor is used to set the 1.5-m telescope focus
by observing a bright star just prior to operations.

The pulsed laser beam is injected into the coudé path
by means of a thin-film plate polarizer located between
OAP#2 and the recollimating lens. The total optical
transmission from the output of the laser to the atmo-
sphere is estimated to be 43 +3 percent. Just prior to laser
propagation, the telescope is pointed to a nearby guide
star. Light from the guide star passes through the laser-
aperture sharing element and is imaged onto a low-noise,
high-resolution CCD camera to verify telescope pointing.
This camera is the primary sensor for laser boresighting
and telescope pointing.

The reference source for the wavefront sensor is placed
at the focus of OAP#2, since this point is optically con-
jugate to infinity. The laser-aperture sharing element is
located in the converging beam ahead of the infinity focus.
Since the thin-film plate polarizer is used in a converging
beam, a glass plate was placed behind it to compensate for
the astigmatism in images of the guide star at the CCD
camera and during telescope defocus measurements made
with the wavefront sensor.

The fast-steering mirror was used to offset the laser
pointing direction in a predetermined pattern to increase
the probability of detection in the event that the naviga-
tion data were in error. The mirror was repositioned be-
tween laser pulses to generate either a hexagonal or square

- -pattern, as shown in Fig. 4. These scan patterns were used

only on the first night of operations. The scan patterns put
the nominal position of the spacecraft in the edge of the
beam.

C. Optical Alignment

The basic optical alignment requirements for GOPEX
were to (1) establish the optical axis of the system, (2) set
the full-angle laser beam divergence to either 80 or 40 urad,
and (3) accurately boresight the laser to the optical axis
of the system.

The optical axis of the systemn was defined in tilt by
the CCD guide-star camera and in translation by the cen-

ter of the entrance pupil of the telescope. The required
laser beam divergence was generated by focusing the 1.5-
m-diameter beam in the atmosphere at ranges of 18.75 and
37.5 km, respectively. These ranges can be simulated at
the appropriate conjugate points in the path of the relay-
imaging optics in the pier. Based on the optical design of
the relay optics, these points are 64.14 cm and 32.703 cm
below the location of the infinity focus where a fiber-optic
star simulator is located on a stepper motor-driven stage.
The laser beam will come to focus at these points in the
coudé path when the divergence is properly adjusted. Fur-
thermore, a source accurately positioned at these points is
a fiducial for boresighting the laser to objects at infinity
imaged on the optical axis of the telescope. Two 50-um-
diameter optical fibers were placed on precision slide stages
at these points. The arrangement of the source simulators
is shown in Fig. 5. Light transmitted by the fiber was
imaged by the CCD guide-star camera and allowed po-
sitioning of the stages to approximately 0.5 prad in the
output space of the telescope. The vertical position of the
fiber was measured mechanically with an uncertainty of
+5 mm.

Beam divergence was set by using a knife-edge test
on the focused beam and observing the pattern in the
plane of the fiber. This technique produces no more than
+0.5 wave of focus error. The telescope focus error is
less than +0.25 wave, including higher order aberrations
in the optical system between the star simulator and the
telescope exit. Assuming worst-case additive errors, the
divergence error is £2.8 urad or 6 percent at 40 and 3 per-
cent at 80 urad full-angle beam divergence. Final beam
boresighting was set by maximizing the light injected into
the fiber from the focused laser beam. Beam motion of
+0.5 urad completely extinguishes laser light coming out
of the fiber. It was estimated that all error sources would
make the worst-case boresight error £1.75 prad for the
40-prad beam-divergence case and +2.25 prad for the
80-urad beam-divergence case. The actual beam diver-
gence was verified by scanning the beam across high-
altitude Earth-orbiting satellites equipped with retro-
reflectors.

D. Laser Characteristics

The laser used for these experiments was a frequency-
doubled neodymium:yttrium-aluminum-garnet (Nd:Yag),
Spectra-Physics Quanta-Ray DCR-2A, fleld-modified to
the equivalent of a DCR-3G. The laser was equipped with
Spectra-Physics’ unstable Gaussian Coupled Resonator
using Radially Variable Reflectivity coatings. This res-
onator produces a beam profile shaped more like a “top
hat” than gaussian. This feature makes it easier to relay
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through the optics and produces a more uniform intensity
pattern at long ranges. The measured intensity profile in
a plane equivalent to approximately 700,000 km is shown
in Fig. 6. The laser pulse width was 14.5 nsec (full-width
half-maximum), and the energy per pulse was 318 £10 mJ
per pulse.

E. Telescope Pointing

The two-axis mount of the 1.5-m telescope is controlled
by a microcomputer that is designed to accept data on an
object’s position from imaging cameras or a track proces-
sor. The microcomputer is equipped with relatively sim-
ple, but very eflective, algorithms that compute angular
positions and rates of low and high Earth-orbiting artificial
satellites, as well as astronomical objects. The computer
code is able to modify in real time the orbital parame-
ters of satellites based on measurements of the satellite’s
position by imaging cameras or trackers.

The routines for pointing the telescope at a selected
guide star and the computed position of Galileo were au-
tomated in a script that was executed by the telescope
control computer. Thirty seconds prior to propagation,
the script automatically pointed the telescope to the com-
puted position of Galileo, and ten seconds after the end
of the propagation, it repointed the telescope to the guide
star. The position of the azimuth and elevation axes were
recorded at the transmission time of each pulse.

F. Laser Diagnostics

The laser pulse width and energy were monitored by
a Hamamatsu vacuum photodiode,? calibrated against a
thermopile radiometer. Light to the vacuum photodiode
consisted of the leakage through a turning mirror in the
laser-beam injection optics. The thermopile radiometer
was placed in the unattenuated beam. The output of the
vacuurmn photodiode was digitized by a 1-GHz sample-rate
digital oscilloscope at 1-nsec intervals and saved to a com-
puter file. The pulse width was then computed from the
digital data and the pulse energy was computed from the
integral under the power-versus-time plot generated by the
oscilloscope. The time of the trace was tagged to an accu-
racy of one millisecond by reading a WWYV clock.

G. Communications and Data Transfer

Real-time communications between GOPEX control
and SOR were via a dedicated phone line. A JPL represen-
tative was on-site to handle communications and monitor
JPL control for permission to propagate, for unexpected

2 Model number R1193U.
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abort commands, and to report the status of each prop-
agation to the GOPEX Task Manager. Backup commu-
nications consisted of telephones and fax machines over
commercial phone lines.

Prior to operations and between experiment days,
Galileo navigational data and position predictions were ex-
changed over the Internet between JPL and SOR comput-
ers. This computer network was also used to pass down-
linked Galileo images from JPL to the SOR in near real
time during operations.

H. Atmospheric Data

Separate instruments were used to monitor the atmo-
spheric conditions during operations. The measurements
made included Fried’s coherence length, rg; the isopla-
natic angle, #y; and the atmospheric extinction using a
lidar receiver to measure the strength of the atmospheric
backscatter from each laser pulse. The coherence length
and isoplanatic angle are measured by making modulation-
transfer-function and scintillation measurements of light
from a nearby bright star.

I. Data Recorded
The data recorded during the operations included

(1) The time of the laser pulse to the nearest millisec-
ond.

(2) Instantaneous laser power versus time digitized in
1-nsec bins.

(3) The telescope’s azimuth position.

(4) The telescope’s elevation position.

(5) The scan mirror’s position off boresite.
(6) The value of rp.

(7) The value of 6g.

(8) The lidar backscatter signal.

IV. Precursor Tesis

Several propagation tests were conducted prior to op-
erations with Galileo. SOR used Lageos and the Etalon
artificial satellites and observed the retro-reflected signal
return with a photomultiplier. The objectives of these
tests were to (1) verify laser beam divergence and bore-
sighting, (2) verify proper operation of the fast-steering
mirror to scan the beam, and (3) get a rough idea of the
beam profile.



On the mornings of October 1 and 2, 1992, successful
laser uplink tests to Etalon 2 (Cosmos 2024) were con-
ducted using 80- and 40-urad full-angle beam divergences.
Returned signals were detected by a photomultiplier and
outputs were saved on a digital oscilloscope. The photo-
multiplier was calibrated to allow an estimate of the num-
ber of photons detected. The beam was scanned across the
satellite to measure beam divergence and boresighting and
get a rough idea of the beam profile. The returned signal
of the 40-urad beam was, on average, 3.6 (versus an ex-
pected value of 4) times stronger than the 80-urad beam.
This represents a combined beam divergence discrepancy
of 5 percent, well within the £10-percent requirement set
by JPL.

The scintillation of the return signal was quite severe,
varying more than an order of magnitude, Average re-
turns were approximately 400 detected photons for a 300-
mJ laser pulse. The data-recording equipment did not
permit collecting the hundreds or thousands of detections
required to amass adequate statistics on beam-profile map-
ping. However, when the beam was moved in 10-urad
steps from boresight, one could easily see a sudden drop
in the return signal to an undetectable level at the pre-
dicted position at the edge of the beam. Signal return
was nearly constant over a 30- to 40-urad radius for the
80-urad beam and dropped precipitously below 40 urad
until it was completely undetectable at a 50-urad radius.
A bias of approximately 20 urad was observed along the
track of the satellite, which was consistent with the ex-
pected point-ahead angle.

On the morning of October 2, 1992, a 40-urad beam was
propagated to Etalon 2. The telescope had to be pointed
23 prad ahead of the apparent position on the CCD cam-
era. Without point-ahead correction, no detected signal
was seen (consistent with a 40-urad full-angle beam diver-
gence). By moving the telescope 20 urad off-center and
observing a complete loss of signal, it was further verified
that the beam was not more than 40 urad in diameter.
Also, the fast-steering mirror was implemented in a 20-
urad square pattern, which demonstrated the expected ef-
fect of scanning the beam. When the beam was centered
on the satellite, no periodic time variation was seen in the
return signal (mentally averaging the scintillation). When
the beam was not centered on the satellite, one could see a
definite cyclic temporal pattern in the return signal, which
indicated that the satellite was being hit on only one po-
sition of the scan.

Additional precursor tests were performed on the morn-
ing and evening of October 26 using Lageos and Etalon at
the 80-urad beam divergence. Return signal levels were

approximately a factor of 25 times stronger from Lageos
than Etalon, as expected from the difference in range to
the satellites. The beam was step-scanned again with the
fast-steering mirror to demonstrate the desired effect.

A full dress rehearsal was conducted on the morning of
November 18. All communications circuits and procedures
were effected as planned for actual GOPEX operations.
The SOR Test Director conducted operations according
to a timeline-based checklist. No major problems were
encountered, and the checklist was executed well ahead
of schedule. The telescope script worked flawlessly, and
with the exception of one 4-urad correction, telescope-
pointing corrections were unnecessary. The timing and
the scan mirror scripts worked flawlessly. Laser alignment
held throughout the test to better than 0.5 pyrad. Atmo-
spheric data were collected, and the weather was perfect.
The dress rehearsal resulted in a few minor changes to the
checklist and improvements in communications with JPL
operations.

V. Galileo Operations

A. Overview

The biggest problem at the SOR during Galileo oper-
ations was the weather. Of the seven test nights, it was
reasonably clear on only one night (the second night). The
site was fogged in during the mornings of the last three ex-
periment days, preventing any propagations. Fogis not the
norm for Albuquerque, a city that experienced more pre-
cipitation in December 1992 than in any December in the
previous 100 years! At times researchers were propagat-
ing through cloud cover so heavy that the guide star was
not visible on the CCD camera. Furthermore, on the first
experiment day, the relative humidity was so high that to
prevent condensation, between propagations a hand-held
heat gun had to be used to blow warm air on the secondary
mirror of the telescope. In the worst conditions, snow was
falling or fog was condensing into snow and falling into the
open dome.

Despite the bad weather, SOR successfully conducted
operations on the first four experiment days. Table 2 sum-
marizes SOR pulses detected by Galileo. These data, from
an article by B. M. Levine, K. S. Shaik, and T.-Y. Yan of
JPL summarize the analysis of the GOPEX images [2].
No pulses were detected by Galileo from TMF or SOR for
camera-shutter opening times less than 400 msec. Further-
more, there were always fewer pulse detections than pos-
sible for shutter times of 400, 533, and 800 msec. One ex-
planation is that the scan motion of the camera on Galileo
was not perfectly synchronized with the shutter opening.
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B. Operations Procedures

Activities to prepare for, conduct, and assess the
nightly operations were based on a test director’s checklist
and timeline designed to allow ample time to correct minor
problems. Appendix A is a facsimile of the test director’s
checklist for day 344, the first test day.

In general, a test day involves facility preparation;
equipment turn-on and warm-up; functional equipment
checkout; computer disk-space and directory setup; op-
tics and laser alignment; integrated system checkout; fi-
nal preparations and double checks; conducting the ex-
periment; postexperiment debriefing; data quick-look; and
identification of problems to be fixed. Many of the details
of these tasks can be gleaned from the timeline in Ap-
pendix A.

C. The First Test Day, December 9, 1992

Sixty propagation sequences were planned for the first
test day. The first propagation was at 11:13:35 UTC and
every three minutes thereafter until 14:12:32 UTC. Thirty
pulses were transmitted during each sequence. On many
of these sequences, the fast-steering mirror was stepped
between pulses to generate one of the two patterns shown
in Fig. 4.

Appendix B contains a sample of the summary of
the propagation sequences, two graphs showing plots of
each pulse in each propagation sequence of the measured
pulse energies and pulse widths, and a sample output
from a spreadsheet summarizing the laser diagnostic and
telescope-pointing data for each pulse transmitted.

The propagation sequence summary that appears in
Appendix B also lists the sequence number; the day num-
ber; the time of the first pulse, to the nearest millisec-
ond; a propagation-time correction offset, if needed; the
Galileo shutter time; the number of shots in a repeating
sequence with no scan-mirror offset; the number of shots
in a sequence at some offset radius; the radius size; and
comments made during operations after each propagation
sequence.

Appendix C contains plots of environmental condi-
tions recorded at the site during Galileo operations. The
weather was generally not good the first night. It had
been cold (a few degrees above freezing) and rainy all day.
After sunset, massive fog set in and in the early part of
the evening the relative humidity was nearly 100 percent.
It was not possible to open the facility for temperature
conditioning, as scheduled, due to the high humidity. At
around 08:30 UTC, the sky began to clear and the wind
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picked up, blowing low-lying clouds to the southeast. How-
ever, the sky was too cloudy to permit using a star to set
the focus of the telescope with the wavefront sensor. It was
necessary to focus the telescope just before the first prop-
agation, based on previous experience and the best image
at the guide-star CCD camera. During the propagation
sequences, the relative humidity averaged 82 percent. Be-
tween propagations, a person (standing atop a stepladder
in the dark) directed warm air over the secondary with a
hand-held heat gun in order to prevent condensation on
the secondary mirror’s surface. The temperature plot of
the secondary mirror in Appendix C (the plot for temper-
ature sensor TS037, December 9, 1992) shows this process.
The data in Appendix C also show that the temperature
in the pier (sensor TS030 at the source simulators) aver-
aged a little over 13 deg C, while the outside temperature
(sensor TS006) was approximately —1.5 deg C, a very large
gradient indeed. These large temperature variations had
an unknown, but certainly degrading, effect on the optical
quality of the transmitted beam. It was not possible to
make any rp or 6y measurements on the first night due to
equipment malfunction.

B. M. Levine, of JPL’s Optical Sciences and Applica-
tions Section, has analyzed the images from Galileo to
determine which frames show detections and to measure
their strength with respect to the background. He reports
that Galileo detected pulses from SOR on propagation se-
quences 1, 13, 16, 17, 20, 28, and 32.3 Note from the com-
ments in the propagation sequence table in Appendix B
that the cloud cover was so thick that it was not possible
to see the guide star between sequences 4 and 12. The
scan mirror was on during sequences 16, 20, 28, and 32,
and off during the other sequences. A summary appears in
Table 3. The signal levels reported by JPL are included in
this table. The average signal from TMF was data number
(dn) 199.8, a value comparable to dn 173.8 from SOR. The
high standard deviation (dn 212.2 ) of the signal variabil-
ity could be due to the fact that most of the pulses were
transmitted while the beam was being scanned.

D. The Second Test Day, December 10, 1992

This was the best test day at the SOR. The sky was
nearly clear except for a very thin subvisible cirrus cloud
layer at the 17.5-km range, which was present during the
first 19 or 20 propagations. The relative humidity was still
much higher than normal, averaging nearly 70 percent dur-
ing the propagations. Generally, everything worked per-

3 B. M. Levine, private communication, Optical Sciences and Appli-
cations Section, Jet Propulsion Laboratory, Pasadena, California,
December 22, 1992, updated by further private communication.



fectly on this night. Every pulse was transmitted, and
atmospheric data were collected for every laser transmis-
sion.

Table 4 summarizes the pulse detections by Galileo.
There were 37 detections with the average signal dn 143,
a factor of more than three times higher than the aver-
age signal from TMF. The standard deviation was dn 187
and the maximum signal was dn 354. The laser energy
was a bit higher, on average, for this day, and the sky was
generally clear although not a “photometric night.” The
atmospheric seeing was not exceptional, in fact it was less
than average for this site.

E. The Third Test Day, December 11, 1992

The weather was again a problem on the third night.
The first 11 propagations were into very heavy clouds, and
in most cases it was not possible to see the guide star.
At propagation sequence number 12, the clouds thinned
enough for a detection by Galileo. Detections were also
made on sequences 16 and 20, which were the only other
shutter openings of 533 msec. The very last propagation
was into a fairly clear sky.

Table 5 summarizes the pulse detections for test day 3.
Only 11 pulses from SOR were detected. The average sig-
nal level was dn 66.0 (compared with dn 54.5 from TMF).
Five pulses were detected on the last sequence when the
weather was clearest.

F. The Fourth Test Day, December 12, 1992

The cloud cover was variable on the fourth night. Only
10 propagation sequences were conducted. Only three of
the sequences were 533 msec. The sky was clear on the
first few propagations but became very cloudy after the
sixth propagation.

Table 6 summarizes the detections by Galileo on frames
3 and 6. Only 5 pulses were detected. The average signal
level was dn 33.6. No TMF data are available for com-
parison since the facility was weathered out completely on
that night.

G. The Last Three Nights, December 14-16, 1992

There is nothing to report for these nights since SOR
was completely fogged in on all three nights. The last
recorded fog in December in Albuquerque occurred in

1937.

VI. Conclusions

GOPEX was a major success, with 268 pulse detections
from TMF on six nights at 15 and 30 Hz, and 76 pulse
detections from SOR on four nights at 10 Hz. The signal
levels were close to those expected.
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Table 1. GOPEX operations schedule.

Test day, Start time, End time, Number of Time between
December 1992 UTC UTC transmissions transmissions, min
9 11:13:35  14:12:32 60 3
10 11:06:21 13:04:38 40 3
1 11:10:06  12:07:44 20 3
12 10:25:24 11:19:59 10 6
14 10:42:08  11:37:45 12 5
15 10:39:54  11:25:24 10 5
16 10:39:41  11:15:04 8 5
Table 2. SOR pulses detected by Galileo.
Test day, Number of
day of year pulses detected
1, 344 16
2, 345 43
3, 346 12
4, 347 5
5, 349 No propagations due to fog
6, 350 No propagations due to fog
7, 351 No propagations due to fog

Table 3. Resuits for the first test day, day 344, December 9, 1992.

Propagation Sky 0, 8, ‘3.:1“:::]’:;:: Average Bea.m' Galileo Number of
sequence condition om urad from energy per scan radius, ] shutter pulses
lidar data pulse, mJ urad time, msec detected
1 Partly cloudy No data No data 0.77 310 400 1
13 Cloudy No data No data 0.92 312 400 2
16 Partly cloudy No data No data 0.81 312 60 800 4
17 Partly cloudy No data No data 0.80 315 0 400 2
20 Mostly cloudy No data No data 0.94 311 60 800 3
28 Good No data No data 0.80 315 30 400 1
32 Clear No data No data 317 30 400 1
Total number of detections 14
Minimum dn 10
Maximum dn 631
Average dn 173.8
Standard deviation dn 212.2
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Table 4. Results for the second test day, day 345, December 10, 1992,

Propagation Sky o, 6o, :-:::;l;:;:i Average Beam' Galileo Number of

sequence condition om urad from energy per scan radius, ] shutter pulses

lidar data pulse, mJ urad time, msec detected

4 Subvisible cirrus 6.45 7.52 0.67 342 0 800 3

5 Subvisible cirrus 6.77 9.16 0.69 340 0 533 2

6 Subvisible cirrus 6.45 9.59 0.71 342 0 533 2

8 Subvisible cirrus 7.21 8.25 0.74 337 0 800 5

9 Subvisible cirrus 7.55 8.88 0.76 336 0 533 2
10 Subvisible cirrus 6.45 7.45 0.79 337 0 533 2
12 Subvisible cirrus 4.43 8.49 0.78 337 1] 800 4
13 Subvisible cirrus 4.07 7.58 0.76 338 0 533 2
14 Subvisible cirrus 4.74 8.93 0.75 337 0 533 2
16 Subvisible cirrus 6.48 6.76 0.76 338 0 800 5
17 Subvisible cirrus 5.06 5.81 0.77 336 0 533 2
18 Subvisible cirrus 4.96 6.64 0.76 338 0 533 1
20 Clear 6.75 8.06 0.78 337 0 800 2
28 Clear 5.73 5.62 0.80 338 0 533 1
32 Clear 6.32 8.92 0.79 336 ] 533 2
Total mamber of detections 37

Minimum dn 14

Maximum dn 354

Average dn 143

Standard deviation dn 187




Table 5. Results for the third test day, day 346, December 11, 1992.

Atmospheric

. . Average Beam Galileo Number of
Propagation Sky T0, 6o, transmission .
. energy per scan radius, shutter pulses
sequence condition cm prad from .

. pulse, mJ purad time, msec detected
lidar data

12 Clouds No data No data 0.75 327 0 400

16 Very thick clouds No data No data 0.76 328 0 400

20 Fairly clear 9.18 4.67 0.75 327 60 800 5

Total number of detections i1
Minimum dn 14
Maximum dn 292
Average dn 66
Standard deviation dn 76

Table 6. Results for the fourth test day, day 347, December 12, 1992,

. Atmosp:h?nc Average Beam Galileo Number of
Propagation Sky ro, 8o, transmission .
e energy per scan radius, shutter pulses
sequence condition cm prad from .
lidar data pulse, mJ prad time, msec detected
3 Clear Est. 7.5 Est. 5.0 0.69 299 0 533 2
6 Very thick clouds Est. 7.5 Est. 5.0 0.59 295 0 533 3

Total mumber of detections

Minimum dn 6
Maximum dn 81
Average dn 33.6
Standard deviation dn 30.1
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Fig. 2. Coudé path relay optics and source simulators for GOPEX.

267



"X3d0OD 10} pamBjuos se ‘YOS 1e 1nohe| 89[1do woou gpno ‘¢ 'Biy

\. ¥4 \. HINOVHL HIN/G3H

| 29 | | | | | | | | | § 1 | | | | | | | § 1 B | | | | | | | ¥
3OVLS HOLIMS HOHHIN-SE 05/0§ [ 4
HOLYHVYA3S NOMVLS
300100L0Hd
H3LINOHIALILNI SN31 ONIOVIAI
OMAM .\\n
T
HOHHIN HOLIMS
v 0J YHIWVYD
MLV SM HYLS / HY1S-30INO QD0
i
¢ VHIWYO S4M
S1HOCX3 HOSHND T
HO4 H3NJILINWOLOH

[ NOIL¥O01 30HNOS 30N3L343Y
ANV SNDO4 ALINIANI

\ SNI1 ONISNOOI-HISVI ONV
AINSWIT3 DNIHVHS-SHNLIHIdY

HOLVNNILLY 31Vd SAVM-dTVH

™  3001Q010Hd
WNNOVYA

L#dVO

Wa

H3ASYIDVYA PN

dWNA Wv38 H3sv

{a3sn LoN)
1HOJ HOSNAS HI

IVLSAHD ONMBNOQ-AONINOIHS
SH317d DIOHHOIQ wr-90°1

QO3HVHINI BVIN = HiN

(X340 NI 03SN LON) HISYV1 HOJVA H3ddOD = g7%]
HOSN3S LNOH43AYM = Sam

H3LLNdS Wv3E SSYd-IAVM-ONOT = S8 dM1

HOYBIN 318vnwHO043a = Wa

Q10708VHYd SIXV-Jd0 = dvO

HOHUIN ONIY3ILS-1SVd = Wsd

268



@)

2110.2

Fig. 4. GOPEX scan patterns used during the first test night,
with an 80-urad beam divergence: (a) 4-pulse mode, no pulse
on center, 30-£crad offset and (b) 8-pulse mode, 1 pulse on center,
7 pulses at 60-trad offset.
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L+-CCD CAMERA FOR VIEWING 18.75-km
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Fig. 5. 1.5-m pler area showing locations of new source slmulators for GOPEX: (a) Top view and (b) side view.
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Appendix A
Test Director’s Checklist

An example of the test director’s checklist is shown on the following pages.
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GOPEX_at SOR

Test Director's Check List

Assignad Fadllity Operator (FO) . |Fred
Test Day 344
Beamn Divergence 80
First Propagation 11:13:34
N _[bath-vp Reocdn | Parecan
Test Dirsctor b Fugste
JPL Representative . v]Hamid Hemmatl
Facifity operator ’ Frod Gslieg B Told yof_tocons 1w dey o WX
Spotter 3 ____ v/{Curt Batcheller
Spofter_2 _/|Stave Tomney
Safety Officer __ VJoe Langd
Telsscope Opsrator |Rick Cieis]| |
Udar Oparator V|Ph}_Leatherman Talk Urusmond, -
Ir0 Oparator Carolyn Morgenstern | Mine Brady
Yyaveltont Sensor Operator ave Swindle ?
Photometerics Opsrator Gary Jones
Optics snd Laver Operator V’{Jim Spinhirne
Laser Diagnostics Operator v1Bruce Bosks _
Lasor Maintenance Paut Stech
Data Reduction v Mike Oliker ~
Completsd  Actual_
by Complation
Task T-time {initlels)| Time | Comments
FACILITY PREPARATION B — — N
Open domes 8:00 _ |Detoved Aue_to FOG /Higk Humidi
Open dome shutters Deleyed due tp FOG 7
Uncover 1.5 m tele Detayed 1 v
Uncover 10 tele . Detayad
Turn on pler fan Dedaly ed
Record slte temps = 03,60
Record wind data fxp oz, 60
Record RH data _Baf | 035D
[Check all sky camera ‘af o385 ¢ .
Tum on WEFAX ol 10238 (Tormoncardy Ge pics/proguoris |
Turn on telescops control comp OIS [ Deloyed * 4
Tum on_ 1,5 m tele control concle 05:20 Dja'% ed
[Tum on safsty officer’s console 7:10 4:03 WA oY US D&!g\{d
Tum on elrcraft detection radar 7:05 4.08 Wil Deloye
Porfom radar chack 7:00 13 W ] Delafed
[Pre-teat Briefing 830 |~ 443 RF | R&¥ 10570 | B Boelo absenl
EQUIPMENT TURN-ON 6:00 §:13 TEAM
Spotter comm and kil switch 8:00 | _B:13 [+:] WTL lesed
6:00 5:13 o™ i ,“
5:50 5:23 [+ N .
6:00 5:13 | PL__|H5129
€:00 5:13 RAC - already o
Wavelront sensor camera and coolee | 8:00 513 MO e | 062F
Wavaelront sensor_control o 5:58 5:18 MO ™5 0618
Real ime dighal reconstructor ) 5:50 5:23 MDQ Dw e 0510
Digital reconstrucior _control computer 5:45 | _ 8:28 MO s 03132
Dightal 1 disgnostle computars 5:38 5:35 ) Dweg 09 %5
Photomstrics camera and cooler 8:00 5:13 Q [ e5 126
Ph ics_control computer 5:50 5:23 [<Y] -1 nsi b
Tt mirror power_supply and el ics 5:40 5:33 RAC B AC 0530
Timing and tit mirror control comp 5:35 |  5:39 RAC A 0% AL
Tracker_slectronics 5:28 5:45 RAC RAC 01t
Vacuum phofodiode high voltage power supf  6:00 |  6:13 | &8 kB _[09:. 4o
|Dightat osciffoscops for pulse monltoring 5:55 5:18 553 nid [o%:u0
[Laser diagnsatics computsr 5:50 5:23 &8 ntk [poive
Laser water chiller and heat Q __8:00 5:13 _ R RET | p9iso
Laser power supply and control electronics | 5:50 5:23 AR REW [pg %
FUNCTIONAL EQUIPMENT CHECK 5:30 5:43 AF —
[CB _(spotter_squipment) 5:30 5:43 RF neF [ 051%F —
(WJL (aN salety equipment) 6:28 5:45 ACF Ref _[O5.i40
ICM (10 Instrumentation} 5:26 | 547 Iied AaE x Deloyed doe o W -AD Failure |
PL {LIDAR sl les) R 3t 13 5:48 R e < Delayed ' ' 01— Moprectack sotfi
MDO (wavalront sensor and reconstructor) | 5:24 5:48 RF PWS 1 p5iy4p °
GJ {photometrics ) : | 581 RF | eaFE 0600 _
BRE {laser dlagnostic equipment) 5:83 __RKF naFE 0615
JRAC (telsscope and control elsctronics) 5:58 aF AQF | DS'Co
RAC (it mimor and laser timing } 5:10 8:03 RCF naF 0520
RER (taser and cooling equipment) 5:05 8:08 _RF LaF [0 (o
FO (met equipmant} 5:03 8:10 AF LQF (D09
Load pointing fes 5:00 813 | maC eF [ozio

Fig. A-1. Test director's checklist for GOPEX, day 344, December 9, 1992,
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Load fiming Fles 4:45 8:28 RAC LAC [Py RN
Generats timing scripte {only for new deta) | §:00 8:13 [;°3 e |~ No wiw daXs Today
Valldats pointing and timing files 4:30 8:43 _ e | A folnbo /
SET-UP DISK SPACE ON COMPUTERS _
Telescope control computer 4:15 8:58 FAC AL 09,30
Tlmlng and 1lit mhiror control computer 4:15 6:58 RAC JIm™Ms 0530
fics_control comp 415 8:58 al &Y | 0L ito |ISo MB aveurlubie
Laur diagnostic compuler 4:18 8:58 BB brpt | DLL10
Wavetront sensor control computer 4:18 8:58 MDO Me0 | Ol 20 |
10 Instrumentation | _as 8:58 ™ > o< Defayed .= AlD Faives
LIDAR digital oscllfoscope and computer 4:15 8:58 PL PL 0610 Bmy ‘M‘M_\M_Lm_'\uﬁl
‘FREPAHEOPT!CS AND LASER
Check siignment of M4 source stmulator 5:30 543 | s IMS_ | oY
Check allgnment of Infinity source simutator | 5:00 8:13 _ MS A _26HD
Check puplf tl 4.45 6:28 MS
Check alignment of phorometrics camera 4:00 7:13 MS
Check bouslghi of 18,75 km source sim 3:30 7:43 MS .
|Check and ed]ust laser boresight and cen. 3:15 7:58 JMS
[Check and adjust laser focus 3:30 7:43 MS v N
Callbrate pulse width and ensrgy monitor 3:00 8:13 BRBRER | HED Ahue |
Set telescops locus using wavetront sensor |  4:00 7:13 Mo ™S Mot Flua duato Lux
Perform_Intagrated system k 2:00 9:13 RF___| "™F | 1045 __])_44(7.)“4[ At tvh;r\_ky.‘lgly
Proof read polnting and fiming scripts 1:00 | 10:13 ROF.RAC_ | RgF.apc ] 02:30
Porlotm final system readiness check 0:45 10:28 RF 10850
[Perioim final laser boresight and focus 0:40 10:33 JMS Ims | jo:y4B
Remove 18,75 km source 0:35 10:38 MS Ims | foss
Adjust hall wave plate for max output 0:33 10:40 ___WMS Tms | (ob5Y%
Laser flashlamps 1o full power 0:30 10:43 MS Ims Y NE] purf o f system Clact
tart pe_control script 0:30 10:43 RAC A | oy
tart timing control seript 0:28 10:48 RAC Rac /o3
end photometrics Images to telescope oped  0:26 10:48 [<Y] nAc | /o'So
tart laser diagnosth puter program 0:30 10:43 B8 NAc | 101D
Verlly all systems ogomlonal 0:20 10:53 team 105y
CONDUCT EXPERMENT 11:13
Chack for GO/NO-GO comm 0:03 11:10 H 4
[Monitor and check p times 0:00 11:13 FCF i
Monitor comm lines for NO-GO command 0:00 11:13 H (ol
{Monitor and record anomolies in scripts 0:00 1113 TEAM e
|Rmrd photomatrics images 0:00 11:13 Q [
Record quad videa of faser and photometrics]  0:00 11:13 WJL [ N
Lasi propagath o . 18313 | e
. See propageation Sog. ?@,id ]
OSTESTT Aoty "%W“‘" ]
() moT A € to alpuf Telsdeopa fochs wiivg JWES = | Foces kol 4o bail plstonal
(2) User o la—d'm 4o tdmnms sin lacanss 2 cometoisg  mahao  leeluresa M-;ab‘nx
AT o Io-.)u__Lﬂ: wase  Skeon MMTJM?AMLJ 't_a[ ot Algndad
L T+ . -
POST MISSION MAINTENANCE - 14:13
Calibrate pulse width and ensrgy monitor 0:05 14:18 j:2:] thn | {420
Moasure laser boresight and focus I R 14:23 S TMs | oy j~t uvad rmax
of p and simyq  0:20 14:33 MS Tms | 14:30 L Yy paref
C fid: andbackupdau files 0:05 14:18 MDO ra0Q0 1500
Posi experiment de-brlsfing _|._0:30 14:43 ¥ LeE 15,00
Identity p 10 be fixed 1:00 15:13 AF | _r&F | (510 | Y& AlD board, R-s1itil égﬂ
Instltute g control 1;00 15:13 RCF eeE | 15l
quick look summary, fax to JPL 1:30 1543 | RF neF | 13:00
database summary 5:00 19:13 MDO MDO [ 22700 |26 pages o) g N

Fig. A-1. {contd)
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Appendix B
Day 344, December 9, 1992

This section contains summaries of the Galileo operations activities for day 344, the first test day.

A B8 C|DJE|F ] H ] J K L
| 8 | - i -
L .| Brop
7] s | time #radus | radiue [Comments
| 8 [number| day | hi [ min|eec] ms | correct shots | size
]
10
11} o 44111]1 6284 © 4 4 0 ] h—’fﬁ
12] o 44[11]1 7]268] © 4 4 30 |No wansmission
13} o 44]11]1 9]164[ o 2 ] 0 lcloudy
14] o004 [344[11]22[a1{448] 0o [ 1 7 60_{Very cloudy - supsr dense, cannot see the guide star
18] 008 [344|11]25(43]242] o 4 4 0 0 [same
18] 008 |344[11]28]48]237 4 0 4 | 30 [same
17] 007 {34411 4 1 2 z 0 |0 [same
18] 0 asl 11|34 ]aplez8] [ 1 7 60 [same
19] ¢ 44]11] 37 221 [} 400 4 0 O [seme
20] ¢ 44[11] 40 218 o0 400 0 4 30 [swme
21] 011 {34411} 43 110} 0 200 2 0 [same
22] 012 1344|111 46]57[405} ¢ 200 1 A 80 [same
23] 013 344|111 4950200 ¢ 400 4 0 0 |cloudy
24] 014 [344]11[63]01(193] 0O 400 g 4 30 [clearing
28] 015 [344{11/56]03[088] O 200 2 [] [] Idoﬂlt_}g
28] 018 [344]11|50]/05]382] © 800 1 7 80 [partly cloudy - but aborted part way through
27| o017 [344f12[02|o7]177] o0 | 4 4 [) G |partly cloudy
201 o8 [344]12/08[00f172] O 4 ) 4 36
29| 010 |d44i12/08]11{087] © 4 [ cloudy
30F 020 [344j12]11[13]381 ] 0 7 60 jmoa
31 2 44112] 14 ]|16]0B8] _ _.0 | 0 Imostly cloudy, can see the guide star
32} 02 4412117 080 ! 0 cloudy
33| 023 [344j12] 20 [19]011]_ [ 0 ly_cloudy
34| 024 |344]i2{23]|21/138] o | 400 [ 4 30 |partly doudy
38| 02F |344]12}28]23/033] o 200 2 0 fy cloudy
38} 028 [344{12]290]25/028 2 2
37| 027 3441 8j089 1 1 0 0od
38| o028 |344[12)3si28[117 4 [ 4 30 _igood
(39| 020 |344112;38|31[012] 0O 2 2 ) [
40| 030 [344]12] 41]33{007] 0 2 2 [ [
41] 031 _|34412] 44 34[08E] 0 133 1 0 [ - no sar
42| 032 [344f12]47[37[095] © | 400 [ 4 30 |dear
43] 033 [344[12]850]38|890] O 200 2 ] [
44) 034 |344{12{53]40/084] © 200 L2 [ [] oar
A BICIDIE| F (] H J K I $
[45] 035 [344]12[ 66 [42]045] © 133 0 | 0 |panly cloudy
46| 038 44 9[45(074 (] 40 4 30 d - beam was on late
471 037 44 2/48{087 20 ] € ng ransmizsion dus 1o tschnical difficulties
48] 038 |344 548|982 20 0 partly cloudy
49) 030 |d44j13] 088024l o0 | 133 | 1 0 partly cloudy
0| 040 |344]13]11[83j050] o0 40 0 4 30 |partly doudy
51| 04 44 1454845 ] 200 2 [ very cloudy
82] 042 |344[13]17/68/040] 0 | 200 2 0 very cloudy
83| 043 44 20158901 ° 133 1 ] very cloudy
84) 044 |344|13| 24]01j020] 0 | 400 [ 4 30 _|very cloudy
85| 045 [J44(13/27]02i{923] © 200 2 ] 0 jsemi clewr
(58| 046 |344/13]30|04i918] O 200 2 ] (] !dm-doppodomﬂngm_mngml:m
87| 047 [344/13, 3308879 O 133 i ] 0 {semi clear
58] 048 [344/13] 38[00]00¢] O 400 [] 4 30 Fudnq
9] 040 (3441131 30[10{001] 0 20¢ 2 [ 0 jclearing but 2 - think delayed by 2 seconds not 1 sec asked for
60| 050 |344]13]42]12{896] 0 2 2 [ 0 Hon _two seconds later than Sme &t left
[e1] os1 34a]13]45]14[05e] 0 133 1 0 [
182 052 [344]13] 4816|084 40 ] 4 30 ations from here on ars one second later then publishad times at leh
¢3] 063 |a44]13] 61118870 200 [ K
|64] 054 [344[13]64[20(873 200 [:
65| 055 [J44[13[87/22]035 133 | 0
(68| 058 [344[14]|00[24]962 40 [} 4 30
67 D57 {344/14[03]26(858 20 2 [ [
88] 058 [344]|14/ 06281851 0 | 20 2 o 0
[ s8] 0590 [344/14/00]|30j812] 0 133 1 0 0
70] 060 [(344]14]12]32]040] © 400 [] 4 30

Fig. B-1. Propagation sequences for GOPEX, day 344, December 9, 1992.
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Fig. B-2. Plot of measured energy per pulse for each propagation sequence and for pre-
callbration and postcalibration runs at lower power. The graph contains 30 points for each
propagation sequence, corresponding to the 30 pulses propagated during sach sequence.
The atmospheric transmission sequences start at sequence number 5 and end at number 5.
The drop-outs at number 20 and at number 41 were caused by laser Q-switch problems.
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Fig. B-3. Plot of measured full-width half-maximum laser pulse widths for each of the atmo-
spheric propagation sequences (numbers 5 through 65) and during pre- and postcalibration
of the [aser calorimeter (numbers 1-5 and 65-68). Thirty measurements (corresponding to 30
pulses) are plotted for each propagation sequence.



$ ¢ 3 B &
| Puse i a I Posy Pos
msecs| Num| days; dogrens pred] prad
1] 244 11 13| 3s] _261]_ -2.0] 1| 344.467760226111 38.0523 ol o
R o 2| 344,467770393518 28.0530] of o
- 3| 344.467771550925 2 419]  38.0530] _ o] o
T L 4] 467772708333 36.0532 -5.7248 ol a
_ 5] 344.467772865740] -5.7345 o} o
_ . 8| 244.467775023148] -5.7348 o] o
] 7| 344.467776180555 ol @
8] 244.467777337062 0 o] o
9| 344.467778495370 380543 175.1628 ol o
344.467779652777] 322] 16 38.0548f 1.0 175.1628 o] o
344.467780810185] 306[ 16 _28.0548| 1.0 175.1628 o] o
344.467781967502] 309) 16 28.0552] 0.4 175.1627 O] )
344 467783124000 306! 15} 22 2| 28.0552) 0.4 175.1627 _ol o
344.467784282407| 300] 14} 2280471 380558 18| 175.1627 ol o
344.467785439014] 302] 15] 228.0471] 38.0558] 1.6 175.1627 X ]
344.467706597222| 326] 14] 228.0470] 300%63] 07, 175.1627] - ] o] o
344.467787754620| 12| 15] 228.0470) 38,0563 0.7] 0 _ o] 0
344.467788012037] 308] 16] 228.0488] 38.0568| 0.0 i 0.0 o] o
344.467790069444] 308] 15| 228.0406] 38.0566| -0.9) 27 80.0 0.0 ol ¢
344.467701226851| 320] 16| 228.0405] 38.0572] .08 175.1627 80.0 00 ) )
344.467702384250] 310] 18] 228.0405] 38057 _-0.7] 175.1627 80.0] 26.6 0.0 o] o
344.467703541666| 310] 15] 220.0504] 38,0578 -3.4] 1751627 80.0] 26.6 0.0] [}
344 467704698074| 312] 16] 228.0504| 38.0576] 0.7] -3.1] 1751627 80.0! 266 0.0 o] o
344 467705856481] 312| (5] 228 0513 _38.0583] 09! 15| 175162 80.0] 26.6 0.0 o ¢
344 467797013888| 317| 16| 228.0513] 38.0583| 00| 15| 175.1627 20.0] 266 0.0] ol o
344 467708171206| 308| 15| 228.0521| 38.0587] 03] -02| 1751627 80.0] 266 0.0 _of o
344 467700128703| 302| 14] 228.0521] 38.0587] 0.3 .0.2| 175 1627 80.0] 266 0.0 o] Lo
344 467800486111] 15] 228.0520| 38.0592| -1.3] -0.4] 175 1627 [ o] o
| 344 467801642518 18] 228 0520| 38.0S02| -1.3] -0.1] 1751827 N )
344 4573025@;5{ 318 38.0507| 0.5 -0.4] 1751627 o] o
1] 344.469875671206] 333 6] 03] 175.1554] ol o
| 344 460876828703] 313] 16 8l 12| 175.1554
344 469077886111] 318 8] 12| 1751554 o] o
344 469879143518] 308 - -3.5] 1751554 9 0
344.469880100925] 311 -3.5] 175.1584 0 ] )
344.469881458333] 317 16| 1751554 . o] o
344.469882615740] 322 -1.6] 1751554 00 )
! 344.4690803773148| 300] 16| 228.8267 0.3] 175.1854 0.0 o ©
244 480804030555] 315] 15| 228 8267 H _0.3] 175.1584} 00 0| o
344.460808087062] 31| 16 1.7 1751554 0.0 ]
344.460887245370] 203] 18/ 1.7] 1751554 3.0 o "o

Fig. B-4. First-night results for GOPEX, day 344, December 9, 1992.



Appendix C

Sample of environmental data collected during transmissions.
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Flg. C-1. Computed relative humidity, day 344, December 9, 1992,
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Fig. C-2. Optical path alr temperature at the {source simulator)
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{see Fiq. 2). dav 344, December 9. 1992.
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Fig. C-3. Ambient air temperature, Tower Number 1, day 344,
December 9, 1992,
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Fig. C-4. Secondary mirror temperature, day 344, December 9,

1992.
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Fig. C-6. Tower Number 1 wind speed, top, day 344, December 9,
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Fig. C-5. Ambient air dew point, Tower Number 2, day 344,

December 9, 1992.
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Fig. C-7. Optical path air temperature at M8 (see Fig. 2), day 344,
December 9, 1992,
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